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ABSTRACT— One of the categories of natural fatalities from cardiac causes is sudden cardiac 

death. Nearly an hour or few minutes before to the occurrence, the signs of death start to 

manifest. It's known as sudden cardiac arrest when symptoms first appear. It may manifest as 

a result of a previous heart condition that was harmful or occasionally without any known 

cardiac aetiology. Researchers and physiologists throughout the world are working on 

problems and publishing every answer they can think of to anticipate sudden cardiac death at 

an early stage. Heart rate variability (HRV) and all of its potential factors have recently been 

employed extensively for the prediction of SCD. Examples of these classifiers are k-nearest 

neighbour (k-NN), support vector machine (SVM), multi-layer perceptron (MLP), etc. 

However, practical implications of such techniques are still debatable because they incorrectly 

identify QRS peaks in SCD patients' ECG data. This study uses heart rate variability analysis 

in an effort to predict sudden cardiac death at an early stage, or one hour before it occurs. The 

ECG signals for healthy subjects with normal sinus rhythm and sudden cardiac death are 

acquired from an internet database (SCD subject). The classification of several derived HRV 

values using a k-NN classifier greatly supports the prediction of SCD at this advanced stage. 

The impact of inaccurate QRS peak detection on heart rate (measured in beats per minute, or 

BPM) is heavily taken into consideration for clinical applications of such technologies. 

 

KEYWORDS: Early-stage forecasting, SCD, BPM, temporal domain, and frequency domain, 

heart rate variability. 

 

I. INTRODUCTION 

 

The sudden and natural death of a patient owing to cardiac reasons is known as sudden 

cardiac death (SCD). Patient passes away within an hour after the onset of acute symptoms due 

to sudden loss of consciousness (very serious cardiac event termed as sudden cardiac arrest). 

Numerous cardiac reasons have been linked to SCD, which has irregular/interrupted heart 

action as its source [1–5]. According to estimates, SCD claims more than 7 million lives 

annually, including over 300,000 in just the United States [6]. The annual incidence of SCD in 

India is estimated to be around 7 lakhs based on data from the study conducted by Rao et al. in 

2012 and extrapolation of these data to national mortality estimates [7]. According to several 

studies, the annual incidence of SCD ranges from 36 to 128 per 100,000 people [8]. These 

numbers indicate that SCD causes between one and two deaths per 1000 people in the general 

population [8]. Numerous heart disorders are the primary causes of sudden cardiac death 

(SCD), according to epidemiological studies on the subject. These include congenital cardiac 

anomalies, valvular heart disease, cardiomyopathies, electrophysiologic abnormalities, 

coronary artery disease (CAD), etc. [9]. In addition to this, investigations may take into account 

gender, nonspecific cardiovascular disease, lifestyle, and psychosocial factors [9]. Since there 

are no unique regional, gender, or socioeconomic causes for heart illness, it is crucial to identify 

cardiac abnormalities early and administer prompt, effective treatment. Heart rate variability 
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(HRV) is widely used in the literature as a reliable indicator of cardiac health [10–14]. It is 

known as beat-to-beat variability, or HRV, and is described as a plot of inter beat intervals 

(IBI). 

 

The interaction of many branches of the human central nervous system (CNS) and 

respiratory cardiovascular system (RCV) system results in this beat-to-beat variability in heart 

rate. It is derived from an electrocardiogram (ECG) and serves as the primary gauge of 

someone's heart health. To the best of the authors' knowledge, six to one minutes of warning 

before the occurrence of SCD have not yet been reported in the literature [13]. However, there 

are certain restrictions in this research regarding the data selection and obtaining the heart rate 

variability signal. According to the established requirements of HRV [15], the ECG signal 

should be at least 2 minutes long in order to extract the LF and HF powers in the frequency 

domain of HRV. Similar to this, the chosen ECG signal's duration should be at least 20 minutes 

in order to extract the VLF component of the PSD. Additionally, the computation must take 

into account both the LF (n.u) and HF (n.u) in order to properly understand the results using 

LF and HF powers in ms2 units. However, these recommendations were not taken into account 

in the studies [11], [13] that claimed a prediction of SCD had an accuracy of more than 91%. 

Just 4 minutes prior to the incidence of sudden cardiac death, Elias Ebrahimzadeh et al. [11] 

performed prediction of the event. K-NN and MLP classifiers are used to extract and categorise 

time-frequency and nonlinear information.  

 

However, the ECG signals chosen for simulation are just one minute long, which does 

not adhere to the rules that have been made public. In a similar vein, Houshyarifar Vahid et al. 

carried out the same simulation to forecast SCD 6 minutes in advance. However, the ECG 

signal that was chosen for bispectrum and time-domain feature extraction does not adhere to 

the criteria. Additionally, these studies are constrained by the use of conventional techniques 

[16] for the identification of QRS complexes in SCD patients. While eliminating the 

shortcomings of earlier studies, an attempt has been made in the present work to predict SCD 

an hour before its actual incidence. It also explains the practical difficulties in detecting QRS 

complexes using conventional methods. 

 

There are five sections to this essay. The problem's introduction is presented in Section 

I. The research work's materials and methodology are covered in Section II. Results from 

subjects with normal and SCD are reported in Section III. Section IV discusses the limitations 

of the earlier investigations as well as a discussion of QRS complexes. The task is concluded 

in Section V. 

 

II. RELATED WORK 

 

When class distributions are severely skewed, data in datasets are frequently 

unbalanced in the medical profession, and this negatively impacts performance [12]. To put it 

more specifically, the chosen feature has an impact on how accurate the training model's output 

is. A class imbalance problem arises when a dataset is dominated by large classes or classes 

that have a disproportionately high number of instances compared to other uncommon or 

minority classes. Without sacrificing generality, one can infer that in the two-class scenario, 

the minority or rare class is the positive class and the majority class is the negative class. The 

minority class is frequently extremely rare, making up less than 1% of the dataset. The dataset's 

most common classifiers are likely to predict everything as negative if used (the majority class). 

People are often more interested in knowing about uncommon classes, though. Applications 
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like cancer diagnostic prediction, for instance, where it is typical to have fewer cancer patients 

than healthy people, are rare but significant diseases like cancer. 

 

Some strategies can be used at the pre-processing step to address the imbalance issue. 

Data sampling, which enables classifiers to perform better by producing a more or less balanced 

class distribution by modifying the training samples. Traditional data sampling methods 

include under sampling, which reduces the original dataset to a smaller number of instances, 

oversampling, which increases the original dataset's number of instances while balancing the 

skewed class ratio by replicating some instances or generating new instances from existing 

ones, and resampling, which combines under sampling and oversampling. The common 

techniques are known as Synthetic Minority Oversampling Technique (SMOTE) [13], 

Borderline-SMOTE [14], Adaptive Synthetic Sampling Approach (ADASYN) [15], Random 

Sampling, and stratified sampling. These methods can be used to oversample, resample, or 

under-sample a dataset used in the typical classification problem. One of the most popular 

resampling methods is called SMOTE, which involves taking each sample from the minority 

class and adding synthetic examples along the line segments connecting any or all of the k 

minority class nearest neighbours. This method oversamples the minority class. Additionally, 

for a binary class problem, the ratio of the sample size of the minor class to that of the major 

class can be used to indicate the degree of a class distribution imbalance [16]. The ratio can be 

as extreme as 1:100, 1:1000, or even higher in real-world situations [17]. Additionally, one 

study examines the connection between the classification abilities of decision trees and the 

class distribution of a training dataset. Accordingly, the aforementioned research show that a 

generally balanced distribution typically yields a better outcome and that some methods may 

become inadequate for creating a good model at a ratio as low as 1:35 [16]. 

We use under sampling to address the issue of an unbalanced dataset, shifting windows with 

and without overlap, AUROC curves, and the F3 score to evaluate performance in our 

concurrent but earlier published research [13]. If recall is a concern, then using the F3 score as 

a measurement of the application is functional or necessary. 

 

III. METHODS 

 

ECG signals for healthy patients (normal sinus rhythm database) and victims of sudden 

cardiac death are downloaded from database [17]. (Sudden cardiac death holter database). The 

datasets are made up of two ECG signals with a duration of around an hour for each patient. 

As a result, 82 signals total—46 signals for SCD patients (23 subjects with 2 ECG signals each) 

and 36 signals for normal participants (also 18 subjects with 2 ECG signals each)—have been 

analysed. For healthy patients, the sample frequency is 128 Hz, but for SCD, it is 250 Hz. For 

the purpose of predicting the occurrence of sudden cardiac death, the initial 4 min of the SCD 

dataset's ECG signal were obtained. Fast Fourier Transform is used to remove baseline 

wandering noise from the signals, while Notch Filter is used to remove power line interference. 

The heart rate variability signal is derived in order to obtain its nonlinear, time-domain, and 

frequency-domain properties. The flowchart in Fig. 1 depicts the stages in detail. The following 

is an explanation of the parameters taken from the HRV signal: 

 

1. Mean RR: 1/N Ʃ RR(i)  

2. SDNN: 1/N Ʃ (RR (i) − Mean RR)2  

3. RMSSD = 1/N Ʃ (RR (i + 1) − RR (i))2  
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4. LF (ms2) = Distribution of power in low frequency region i.e. 0.04–0.15 Hz of HRV 

5. HF (ms2) = Distribution of power in high frequency region i.e. 0.15–0.4 Hz of HRV 

6. LF/HF Ratio = LF (n.u.)/HF (n.u.) where LF (n.u.) = LF (ms2)/Total Power-VLF 

7. HF (n.u.) = HF (ms2)/Total Power-VLF  

8. SD1 and SD2 = Extracted from Poincare plots. 

 

Following parameter extraction, the parameters are then categorised using a k-NN classifier. 

Based on its training sets, the classifier divides the signals into normal and SCD subjects. 

 

IV. RESULTS OBTAINED FOR PREDICTION  

 

As seen in Table I, the derived HRV parameters for SCD participants differ considerably from 

those for normal subjects in the time domain (Mean RR, SDNN, and RMSSD), frequency 

domain (LF (ms2), HF (ms2), and parameters (SD1 and SD2) extracted from Poincare plot. 

Therefore, the values of the various indicators confirm the risk factor of SCD one hour before 

the actual incidence. 

 

 

Fig. 1. Flow-chart for processing of ECG signal for prediction of SCD. 
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TABLE I: DIFFERENT PARAMETERS OF HRV FOR NORMAL SUBJECTS AND SCD 

PATIENTS. 

 
 

V. DISCUSSION ON DETECTION OF QRS PEAKS IN SCD SIGNALS 

 

The predominant peaks in the ECG signal are QRS peaks. Finding this peak serves as 

the foundation for all study. Pan-Tompkins created a common algorithm for QRS peak 

identification in 1985. This approach is used in the majority of the literature-based studies on 

ECG signals. All reported efforts that predict SCD via HRV analysis use the Pan-Tompkins 

algorithm to find QRS peaks. The next step in this method is to identify the signal's highest 

peak, which is then amplified to become a threshold value. The current work demonstrates the 

identical process of locating the greatest peak, amplification with a weight of 0.6, and 

application to all samples being examined. The initial one-minute samples of the SCD data 

were acquired for this purpose. The initial one-minute samples of the SCD data were acquired 

for this purpose. The values collected for each record are displayed in Table II. The mean (e1) 

error value is the difference between the original signal that was downloaded and the baseline 

filtered signal. The difference between the baseline filtered signal and the power-line 

interference filtered signal yields the mean (e2) value of error. The amount of noise removed 

from the signal is indicated by these two parameters. BPM is calculated by dividing the highest 

number of R points found in the signal by the signal's minutes-long duration. Table II clearly 

shows that the significance of the threshold value used in this manner for detection. The record 

numbers 33, 39, 43, and 47's bolded entries in the table reveal the peaks that were detected 

above a threshold value of about 0.1 or 0.2 mV, which is too low to ever be a R peak. The same 

is true for record number 50, where the bolded entry indicates a threshold value of roughly 15.5 

mV and the algorithm discovers all peaks above this value. Again, the amplitude of a R peak 

cannot be greater than 15.5 mV. These are the limits of the studies that were done to predict 

sudden cardiac death using an ECG signal that was recorded for one minute. Any study carrying 

out this kind of research must cite the technique for locating R peaks in the algorithm and must, 

therefore, adhere to the criteria and prescriptions that have been published. 
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VI. CONCLUSION 

 

The current study predicted sudden cardiac death at a very early stage, one hour before 

it occurred, which may help to save the lives of patients. To the best of our knowledge, no other 

research team has yet predicted abrupt cardiac death at such a young stage as one hour prior. 

The study's selection of ECG signals for simulation, the materials and methods used, and the 

extraction of various heart rate variability aspects are all in accordance with the Task Force of 

European Societies for Heart Rate Variability's established standards for heart rate variability. 

The data observed for SCD participants differ significantly from those of normal subjects, 

confirming the risk factor for a SCD occurrence. By using one minute of ECG signals for SCD 

prediction, the limitations of other studies are also discussed. One minute ECG signals from 

SCD participants exhibit varying QRS peaks. As a result, we have convincingly demonstrated 

the impact of falsely detecting QRS peaks on BPM for all SCD database records. 
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