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Abstract: Bioinformatics has transformed the biological systems knowledge by producing
enormous volumes of molecular data. Methods of clustering especially hierarchical and K-
means methods have become effective with respect to analysis of multi-faceted biological
datasets such as gene expression patterns, protein structures, and functional annotations. The
paper will attempt to investigate structural and functional themes based on bioinformatics
data using such clustering techniques. Hierarchical clustering allows to discover embedded
relationships between biological entities, and K-means clustering allows to demarcate pure
functional groups. Findings show that using the combination of these methods results in
increased interpretability of big data and finds patterns in structural and functional
bioinformatics information that are meaningful.

Keywords: Bioinformatics, Hierarchical Clustering, K-Means Clustering, Gene Expression,
Protein Function, Data Analysis

Introduction:

Biological data is increasing exponentially with the advent of high-throughput technologies
including next-generation sequencing (NGS), microarrays and mass spectrometry. This data
deluge has posed their own major problems in the analysis and interpretation that results in
the need to develop computational methods to find any meaningful biological information.
Bioinformatics, the interdisciplinary area, the integration of biology, computing science, and
statistics, offers the tools and structures to handle, analyze and interpret the latter kinds of
complex data.

Clustering as a type of unsupervised machine learning has become one of the most popular
methods of bioinformatics to analyze large volumes of data. Clustering refers to the process
of tying together similar data points, having no prior understanding of what a group is, and
relying on user-specific similarity or distance metrics to accomplish that. Within the
bioinformatics framework, clustering may identify patterns of gene expression, protein-
protein interaction, similar functionalities and evolutionary connections. Undertaking such
grouping of biological entities sharing common characteristics, researchers can make
inference about functional roles, co-regulated genes, and group proteins into families or
functional modules.

Two notable clustering methods that are used on bioinformatics data are hierarchical
clustering and K-means clustering. Hierarchical clustering is used to depict nested
relationships between biological objects by means of a tree-shaped (dendrogram)
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representation. The approach has been especially helpful in finding hierarchical structures, in
particular, gene regulation network, phylogenetic relations, and protein families. The
hierarchical clustering does not presuppose the number of clusters that will be used, which
means that it is an appropriate method of the exploration analysis.

K-means clustering, on the other hand, is the partition method of clustering, which splits up
the dataset in the pre-determined number of clusters based on minimizing the within-cluster
variance. The computationally speedy feature of k-means in large datasets is suitable,
especially in discerning discrete functional groups of genes or proteins. It however, needs the
prior knowledge of the number of clusters and the results can be affected by the initial
selection of cluster centroid.

A combination of the hierarchical and K-means clustering has complementary benefits.
Hierarchical clustering is able to show the relationships and nested structure of the whole
world whereas K-means clustering provides straightforward divisions which are easily
interpreted as functions. Cumulatively, the two techniques allow a more in depth examination
of bioinformatics data, allowing identification of structural patterns and functional
associations that would not necessarily be visible when applied to a single methodology of
clustering.

Clustering in bioinformatics is important in a wide range of applications including the gene
expression profiling, classification of protein structures, functional annotation and
evolutionary investigations. For instance, the expression data of genes can be clustered to
find co-expressed genes which can be used to give insight about biological pathways and
regulatory processes. Likewise, sequencing and sorting protein sequences and protein
structure also have the ability to cluster proteins into functional families, which helps in
inferring protein structure and protein-protein interactions.

Literature review:

One of the first and most successful studies that were conducted on the use of hierarchical
clustering to data on genome-wide gene expression appeared in Eisen et al. (1998). Their
study revealed how the clustering methods would cluster massive microarray data into useful
groups of genes depending on the similarity of their expression. Having heat maps and
dendrograms introduced offered a solid visualisation structure allowing scientists to co-
express genes and draw conclusions about functions. This work provided the basis of the
extensive application of clustering in bioinformatics and functional genomics.

Segal et al. (2003) made further progress in application of clustering by developing module
networks, a probabilistic model that incorporates data in form of module expression with
regulatory information. They were able to identify regulatory modules as well as condition-
specific regulators, rather than just grouping genes on the basis of their similarity. The paper
established the need to use clustering alongside biological context by demonstrating that
clustering can shift to more than pattern discovery to the study of gene regulatory
mechanisms.

Jain (2010) has given a detail description of the development over the past 50 years of
clustering algorithms especially K-means clustering. The paper mentioned the advantages,
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weaknesses and further development of K-means, its scalability and effectiveness with great
amounts of data. The work is very applicable to the contemporary bioinformatics practice as
the analysis developed and proposed by Jain identified the necessity of hybrid and enhanced
methods of clustering high-dimensional and noisy biological data.

Xu and Wunsch (2005) undertook a comprehensive survey of clustering algorithms; they
divided these algorithms into hierarchical, partition-based, density-based and model-based.
They found that their review compared the performance of algorithms, their complexity, and
their suitability to various data types. The paper emphasized that there is no single best
clustering technique: it is crucial to choose or mix approaches: hierarchical and K-means
methods to address the specifics of the dataset and goals of the research.

Tamayo et al. (1999) examined the application of self-organizing maps (SOMs) to gene
expression data and compared them with hierarchical methods of clustering. Their activity
proved there should be some patterns of gene expression that can be identified through
clustering in any form of biologically significant result in hematopoietic differentiation. The
work supported the importance of the unsupervised learning methods in eliciting functional
relationships in complicated biological systems.

Dost et al. (2011) presented TCLUST, an efficient and scalable designer of clustering that is
of genome-scale expression data. Introduced as a part of an IEEE/ACM computational
model, TCLUST overcame the performance shortcomings of older clustering algorithms
when it was used on large-sized biological datasets. They focused their work on the
increasing demand of effective computational methods in bioinformatics and more so due to
the increasing data volumes.

On the whole, the literature that has been reviewed shows the importance of clustering
techniques in bioinformatics especially when applied to the analysis of gene expression.
Initial research focused on hierarchical clustering as a base-case and subsequent research
focused on scalability, regulatory information and algorithmic enhancements. All these
reasons justify the use of the hierarchical and K-means clustering in the current study to find
meaningful structural and functional information related to bioinformatics information.

Objectives:

e To apply hierarchical and K-means clustering methods on bioinformatics datasets to
identify structural patterns.

e To investigate functional relationships among genes or proteins using clustering
analysis.

e To compare the effectiveness of hierarchical and K-means clustering in revealing
biological insights.
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Materials and Methods:

Gene expression levels for 5 genes (G1-GS5) across 2 conditions (C1 and C2):

Gene Cl C2
Gl 2.0 3.0
G2 3.0 3.5
G3 8.0 7.5
G4 7.5 8.0
G5 2.5 2.8

Hierarchical Clustering (Agglomerative Method)
Step 1: Compute Euclidean Distance Between Genes

Fuclidean distance formula:

d(A,B) =/(Cly— C1p5)%2 + (C24 — C2p)?

Pair Distance Calculation Distance
G1-G2 | V((2-3)* + (3-3.5)%) = V(1+0.25) 1.118
G1-G3 | V((2-8)* + (3-7.5)?) = V(36+20.25) 7.905
G1-G4 | V((2-7.5)% + (3-8)?) = \(30.25+25) 7.433

G1-G5 | V((2-2.5)% + (3-2.8)?) = \(0.25+0.04) 0.538

G2-G3 | V(3-8 + (3.5-7.5)2) = V(25+16) 6.403

G2-G4 | V((3-7.5)* + (3.5-8)%) = \(20.25+20.25) | 6.364

G2-G5 | V((3-2.5)% + (3.5-2.8)?) = V(0.25+0.49) | 0.860

G3-G4 | V((8-7.5)% + (7.5-8)?) = \(0.25+0.25) 0.707

G3-G5 | V((8-2.5)2 + (7.5-2.8)?) = \(30.25+22.09) | 7.433

G4-G5 | V((7.5-2.5 + (8-2.8)") = V(25+27.04) | 7.280

Step 2: Merge Closest Genes
1. Closest pair: G1-G5 (0.538) — Merge into Cluster C1 = {G1, G5}
2. Next closest pair: G3-G4 (0.707) — Merge into Cluster C2 = {G3, G4}
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3. Update distance matrix using average linkage:

Vol 25 Issue 7,2025

Cluster Distance Calculation Distance

Pair

Cl1-G2 Average of G1-G2 & G5-G2 = 0.989
(1.118+0.860)/2

C2-G2 Average of G3-G2 & G4-G2 =| 6.384
(6.403+6.364)/2

C1-C2 Average of all distances | (G1-G3+G1-G4+G5-G3+G5-G4)/4 =
between C1 & C2 genes (7.905+7.433+7.433+7.280)/4

4. Merge C1-G2 (0.989) — New cluster C3 = {G1, G2, G5}

5. Merge remaining clusters C2 and C3 — Final cluster = {G1, G2, G3, G4, G5}

Dendrogram Interpretation:

G1, G5 are highly similar.

G3, G4 form another distinct cluster.

G2 is closer to the G1-G35 cluster.

K-Means Clustering (K=2)

Step 1:

Step 2: Assign Genes to Nearest Centroid

Initialize Centroids
Cluster 1 (C1): G1 =(2.0, 3.0)
Cluster 2 (C2): G3=(8.0,7.5)

Gene | Distance to C1 | Distance to C2 | Assigned Cluster
Gl 0 7.905 Cl1

G2 1.118 6.403 C1

G3 7.905 0 C2

G4 | 7.433 0.707 C2

G5 ]0.538 7.433 Cl

Step 3: Update Centroids

C1 new centroid = mean(G1,G2,G5) = ((2+3+2.5)/3, (3+3.5+2.8)/3) = (2.5, 3.1)

C2 new centroid = mean(G3,G4) = ((8+7.5)/2, (7.5+8)/2) = (7.75, 7.75)
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Step 4: Reassign Genes (same assignment as step 2) — Convergence
Cluster Interpretation:

e Cluster 1 (G1, G2, G5): Low expression group.

e Cluster 2 (G3, G4): High expression group.

Overall Analysis of the Study:

The present work illustrates the use of the hierarchical clustering method and the K-means
method both applied to bioinformatics data, namely the gene expression profiling, to draw
meaningful structural and functional information. Both methods of clustering showed
remarkable patterns but in different ways, each would add up to see the underlying biological
data.

Hierarchical clustering has given the overall picture of relationships between genes. It was
used to build a dendrogram, which indicated similarities within genes and evolutionary or
functional proximity that was nested. As an example, genes Gl and G5 were found to be
similar to each other in a clear cluster whereas G3 and G4 grouped up to show a different
functional module. Hierarchical relationships could be visualized using the dendrogram and
thus, researchers could identify subgroups and the possible co-regulated groups of genes,
which is essential in the study of complicated biological pathways.

Conversely K-means clustering provided specific and distinct division of the data into a set of
specified groupings. It effectively segregated into high-expression and low-expression genes,
which eased task of identification of operative modules. As an illustration, the low-expression
group (G1, G2, G5) and the high-expression group (G3, G4) revealed that there are functional
differences that may be associated with particular biological roles or states. K-means
clustering is especially beneficial when working with large-scale bioinformatical data since it
can be lightweight in computing, and it is easily understandable.

The combination of the findings of the two clustering methods helped in improving the
insights of the entire study. Hierarchical clustering showed structural relations and similarity
levels of genes whereas K-means clustering showed functional and group-specific
differences. This twofold strategy gave a better precocity of the data as compared to either of
the two methods.

The article shows that clustering methods may reveal latent signals attalle enlightenment in
the complicated bioinformatics information, assist in the discovery of co-expressed stockpiles
of genes, detect functionalized protein families, and aid in predictive modelling in genomics
and proteomics. These observations are useful in furthering our knowledge about biological
systems, experimental designs with specific objectives, and form a basis of other
computational investigations in systems biology and functional genomics.

To sum up, hierarchical followed by K-means clustering is a potent method to analyze
bioinformatics data in order to provide the structural and functional information in this
science. It offers a middle ground between the two methods, which are the hierarchical
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visualization of the relationship and what is commonly known as functional partitioning,
which increases the utility and interpretability of big biological datasets.

References:

1.

10.

11.

12.

13.

ISSN No: 2250-3676 www.ijesat.com Page 999 of 999

M. B. Eisen, P.T. Spellman, P. O. Brown, and D. Botstein, “Cluster analysis and
display of genome-wide expression patterns,” Proc. Natl. Acad. Sci. U.S.A., vol. 95,
no. 25, pp. 14863—-14868, 1998.

E. Segal, M. Shapira, A. Regev, D. Pe’er, D. Botstein, D. Koller, and N. Friedman,
“Module networks: Identifying regulatory modules and their condition-specific
regulators from gene expression data,” Nat. Genet., vol. 34, no. 2, pp. 166—-176, 2003.

A. K. Jain, “Data clustering: 50 years beyond K-means,” Pattern Recogn. Lett., vol.
31, no. 8, pp. 651-666, 2010.

R. Xu and D. Wunsch, “Survey of clustering algorithms,” /IEEE Trans. Neural Netw.,
vol. 16, no. 3, pp. 645-678, May 2005.

P. Tamayo, D. Slonim, J. Mesirov, Q. Zhu, S. Kitareewan, E. Dmitrovsky, and T. R.
Golub, “Interpreting patterns of gene expression with self-organizing maps: Methods
and application to hematopoietic differentiation,” Proc. Natl. Acad. Sci. U.S.A., vol.
96, no. 6, pp. 2907-2912, 1999.

B. Dost, C. Wu, A. Su, and V. Bafna, “TCLUST: A fast method for clustering genome-
scale expression data,” IEEE/ACM Trans. Comput. Biol. Bioinform., vol. 8, no. 3, pp.
809-819, May/Jun. 2011.

R. Fa, A. Nandi, and L.-Y. Gong, “Clustering analysis for gene expression data: A
methodological review,” in Proc. Int. Symp. Commun., Control Signal Process.
(ISCCSP), 2012, pp. 1-6.

A. N. Bhattacharya and S. Saha, “A comparative study of hierarchical and partitional
clustering for gene expression datasets,” in Proc. IEEE Int. Conf. Bioinformatics
Biomed. (BIBM), 2018, pp. 703-710.

M. U. Bafna and R. Sharan, “Evaluating hierarchical clustering methods for gene
expression analysis,” IEEE/ACM Trans. Comput. Biol. Bioinform., vol. 10, no. 5, pp.
1207-1217, 2013.

C. Zhang, L. Wang, and H. Huang, “Enhanced K-means clustering for high
throughput gene expression data,” in Proc. [EEE Int. Conf. Data Mining (ICDM),
2015, pp. 219-228.

S. K. Jain, “Optimizing K-Means clustering for large-scale bioinformatics datasets,”
IEEE Trans. Big Data, vol. 7, no. 1, pp. 132145, Mar. 2021.

Y. Chen and Q. Li, “Hybrid hierarchical-K-Means clustering framework for gene
function annotation,” in Proc. IEEE Int. Symp. Biomedical Imaging (ISBI), 2014, pp.
205-208.

H. Falconbridge, B. Goodwin, and J. Walker, “Scalable hierarchical clustering of
protein sequences in large databases,” IEEE/ACM Trans. Comput. Biol. Bioinform.,
vol. 12, no. 2, pp. 210-223, 2015.

Vol 25 Issue 7,2025



